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More	than	70%	of	researchers	have	tried	and	
failed	to	reproduce	another	scientist’s	
experiments,	and	more	than	half	have	failed		
to	reproduce	their	own	experiments.	

Researchers	attitude	towards	reproducibility	

73%	said	that	they	think	that	at	least	
half	of		the	papers	in	their	field	can	
be	trusted,		with	physicists	and	
chemists	generally		showing	the	
most	confidence.		
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The Future of Scientific Computing 
by C. Gordon Bell 

orty-one years after the b i  of 
ENIAC- the first electronic 
computer-computers are still in 

their infancy. We are on the verge of 
a true revolution, when we will see 
the computer itself "doing science." 
In the next decade advances in com- 
puter-assisted science should dwarf 
the past historical accomplishments of 
scientific computing. Ken Wilson, Cor- 
nell University's Nobel laureate, 
points out that computational science 
is now the third paradigm of science, 
supplementing theory and experimen- 
tation. 

This powerful computational science 
has only recently emerged with the 
development of the large-scale super- 
computer able to carry out over 1 bi-  
lion floating-point operations per 
second. A single processor of a Cray 
X-MP carries out in 2 seconds that 
which took 7 minutes on a VAX- 
111780 and 35 hours on a personal 

C. Gordon Bell is a widely known 
computer architect. Instrumental in the 
development of the PDPs 4,5,6, and 8 
at Digital Equipment Corporation, he led 
the design work for DEC's VAX-11. He 
has served as chief technical officer for 
Encore Computer Corporation and was a 
member of the faculty at Camegie Mel- 
lon University, where he conducted his 
first experiments on multiple processor 
architecture. Today, Mr. Bell is Assistant 
Director for the National Science Foun- 
dation's Directorate for Computer and 
Information Science and Engineering. 

computer. With over 200 times the 
power of the VAX and 60,000 times the 
power of a personal computer, the 
emergence of a supercomputer offers a 
si@cant qualitative and structural 
change in the way science is carried out. 

Computers In Science is choosing a 
propitious moment to begin its chroni- 
cle of computer-assisted science. 
Every field of science is changing- 
molecular chemistry, biology (compu- 
tational molecular biology), materials 
structures, astrophysics (in effect a 
computational observatory), and every 
facet of large-scale engineering-all be- 
cause of the enhanced capabilities of 
computing. 

In the future the scientific computer 
will simulate new classes of phenom- 
ena such as the interaction of mole- 
cules and electrons. Add-on hardware 
such as the compact laser disc, which 
can store up to onequarter megabyte 
of information, will soon hold text- 
books about chemistry and physics 
that will permit the computer's data- 
base to "understand" these sciences, 
dramatically altering the textbooks of 
today. These "active" textbooks will 
be able to simulate the phenomena 
they describe. Rather than reading a 
static description of a chemical reac- 
tion, a student will be able to "see" a 
molecule, manipulate it, and call for 
experiments about it. 

Four years ago the scientific com- 
munity convinced Congress and the 
National Science Foundation (NSF) 
that scientific research was suffering 
from a lack of computing power. As a 

4 COMWTERS IN SCIENCE PREMIERE 1987 

Computational is now considered as 
the third paradigm of science 

Data-Driven Research is the fourth 
paradigm of science 



¡  Most	of	published	discoveries	today	have	a	computational	
component.	

¡  Hypothesis-driven	research	gave	way	to	data-driven	
research:	

¡  Data	are	used	in	the	early	stages	of	the	research	to:	
§  Data	is	not	used	to	simply	test	the	validity	or	verify	a	
hypothesis	at	the	later	stages	of	a	research,	but	is	used	in	
early	stages	to:	
§  Learn	insights	
§ Detect	Correlation	
§  Learn	Models	
§ Check	feasibility	
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¡  Verification	(repeatability)	to	increase	Trust	
¡  This	is	a	good	reason,	but	is	somewhat	pointless	
from	the	scientific	discovery	point	of	view	in	the	
sense	that	we	are	not	reaching	new	insights	

K.	Belhajjame	 5	



¡  Verification	(repeatability)	to	increase	Trust	
¡  This	is	a	good	reason,	but	is	somewhat	pointless	
from	the	scientific	discovery	point	of	view	in	the	
sense	that	we	are	not	reaching	new	insights	

¡  Well	that	is	not	completely	true	…	
¡  By	making	computational	research	reproducible	we	
have	some	concrete	benefits,	by	facilitating:	
§  Reuse	
§  Comparison	
§  Debug	Errors	
§  Allows	for	constructive	and	guided	scientific	discussions	
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INSIGHTS   |   POLICY FORUM

By Victoria Stodden,1  Marcia McNutt,2  

David H. Bailey,3  Ewa Deelman,4  Yolanda 

Gil,4  Brooks Hanson,5  Michael A. Heroux,6  

John P.A. Ioannidis,7  Michela Taufer8

O
ver the past two decades, computa-

tional methods have radically changed 

the ability of researchers from all areas 

of scholarship to process and analyze 

data and to simulate complex systems. 

But with these advances come chal-

lenges that are contributing to broader con-

cerns over irreproducibility in the scholarly 

literature, among them the lack of transpar-

ency in disclosure of computational methods. 

Current reporting methods are often uneven, 

incomplete, and still evolving. We present a 

novel set of Reproducibility Enhancement 

Principles (REP) targeting disclosure chal-

lenges involving computation. These recom-

mendations, which build upon more general 

proposals from the Transparency and Open-

ness Promotion (TOP) guidelines (1) and 

recommendations for field data (2), emerged 

from workshop discussions among funding 

agencies, publishers and journal editors, in-

dustry participants, and researchers repre-

senting a broad range of domains. Although 

some of these actions may be aspirational, 

we believe it is important to recognize and 

move toward ameliorating irreproducibility 

in computational research.

Access to the computational steps taken 

to process data and generate findings is 

as important as access to data themselves. 

Computational steps can include informa-

tion that details the treatment of outliers 

and missing values or gives the full set of 

model parameters used. Unfortunately, re-

porting of and access to such information 

is not routine in the scholarly literature (3). 

Although independent reimplementation of 

an experiment can provide important sci-

entific evidence regarding a discovery and 

is a practice we wish to encourage, access 

to the underlying software and data is key 

to understanding how computational re-

sults were derived and to reconciling any 

differences that might arise between inde-

pendent replications (4). We thus focus on 

the ability to rerun the same computational 

steps on the same data the original authors 

used as a minimum dissemination standard 

(5, 6), which includes workflow information 

that explains what raw data and intermedi-

ate results are input to which computations 

(7). Access to the data and code that under-

lie discoveries can also enable downstream 

scientific contributions, such as meta-anal-

yses, reuse, and other efforts that include 

results from multiple studies.

RECOMMENDATIONS

Share data, software, workflows, and details 

of the computational environment that gener-

ate published findings in open trusted reposi-

tories. The minimal components that enable 

independent regeneration of computational 

results are the data, the computational steps 

that produced the findings, and the workflow 

describing how to generate the results using 

the data and code, including parameter set-

tings, random number seeds, make files, or 

function invocation sequences (8, 9).

Often the only clean path to the results 

is presented in a publication, even though 

many paths may have been explored. To min-

imize potential bias in reporting, we recom-

mend that negative results and the relevant 

spectrum of explored paths be reported. This 

places results in better context, provides a 

sense of potential multiple comparisons in 

the analyses, and saves time and effort for 

other researchers who might otherwise ex-

plore already traversed, unfruitful paths.

Persistent links should appear in the pub-

lished article and include a permanent iden-

tifier for data, code, and digital artifacts upon 

which the results depend. Data and code un-

derlying discoveries must be discoverable 

from the related publication, accessible, and 

reusable. A unique identifier should be as-

signed for each artifact by the article pub-

lisher or repository. We recommend digital 

object identifiers (DOIs) so that it is possible 

to discover related data sets and code through 

the DOI structure itself, for example, using a 

hierarchical schema. We advocate sharing 

digital scholarly objects in open trusted re-

positories that are crawled by search engines. 

Sufficient metadata should be provided for 

someone in the field to use the shared digi-

tal scholarly objects without resorting to 

contacting the original authors (i.e., http://

bit.ly/2fVwjPH). Software metadata should 

include, at a minimum, the title, authors, 

version, language, license, Uniform Resource 

Identifier/DOI, software description (includ-

ing purpose, inputs, outputs, dependencies), 

and execution requirements.

To enable credit for shared digital scholarly 

objects, citation should be standard practice. 

All data, code, and workflows, including soft-

ware written by the authors, should be cited 

in the references section (10). We suggest that 

software citation include software version in-

formation and its unique identifier in addi-

tion to other common aspects of citation.

To facilitate reuse, adequately document 

digital scholarly artifacts. Software and data 

should include adequate levels of documenta-

tion to enable independent reuse by someone 

skilled in the field. Best practice suggests that 

software include a test suite that exercises the 

functionality of the software (10).

Use Open Licensing when publishing digi-

tal scholarly objects. Intellectual property 

laws typically require permission from the 

authors for artifact reuse or reproduction. 

As author-generated code and workflows 

fall under copyright, and data may as well, 

we recommend using the Reproducible Re-

search Standard (RRS) to maximize utility to 

the community and to enable verification of 

findings (11). The RRS recommends attribu-

tion-only licensing, e.g., the MIT License or 

the modified Berkeley Software Distribution 

(BSD) License for software and workflows; 

the Creative Commons Attribution (CC-BY) 

license for media; and public domain dedica-

tion for data. The RRS and principles of open 

licensing should be clearly explained to au-

thors by journals, to ensure long-term open 

access to digital scholarly artifacts.

REPRODUCIBILITY

Enhancing reproducibility 
for computational methods
Data, code, and workflows should be available and cited
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61801, USA. 2National Academy of Sciences, Washington, DC 
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¡  To	answer	this	question	in	a	systematic	manner	
considering	the	different	fields	of	computational	
sciences,	I	decided	to	perform	an	umbrella	review.	

	
¡  Umbrella	review	refers	to	review	compiling	evidence	
from	multiple	reviews	into	one	accessible	and	usable	
review.	Focuses	on	broad	condition	or	problem	for	
which	there	are	competing	interventions	and	
highlights	reviews	that	address	these	interventions	
and	their	results	[Grant	and	Booth,	2009].		

K.	Belhajjame	 9	



¡  Systematic	Reviews	with	a	focus	on	
computational	reproducibility	

¡  The	reviews	included	usually	cover	a	specific	
scientific	module	(e.g.		Computational	
simulation,	biomechanics,	etc.)	

¡ We	also	considered	papers	that	attempts	to	
reproduce/repeat	existing	solutions.	

K.	Belhajjame	 11	



¡  We	used	three	digital	libraries	
§  ACM	DL,		
§  IEEE	Xplore	DL,	and		
§  ScienceDirect	
	

¡  We	confined	our	search	to	papers	published	in	the	
last	ten	years:	2009-2019	

	
¡  We	manually	filtered	the	papers	and	selected	51	
ones	to	examine	

K.	Belhajjame	 12	
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Wordcloud	obtained	using	the	titles	of	the	selected	articles	

Information Retrieval 

Bioinformatics 

Signal Processing 

Artificial Intelligence 

Computational Linguistics 
Climate simulations 

Software  
development 
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Reproducibility	

Identification/
Access	

Method	

Data	
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Reproducibility	

Identification/
Access	

Method	

Data	

Raw	Data	 Derived	
Data	

Annotations	 Report	
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Reproducibility	
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¡  It	is	more	likely	for	a	scientific	paper	to	contains	pointers	to	
the	data	than	a	code.	

	
¡  Example	of	computational	linguistics	

K.	Belhajjame	 19	

Wieling, Rawee, and van Noord Reproducibility in Computational Linguistics

Table 1

Distribution of data and code availability in both 2011 and 2016.

2011: data 2016: data 2011: code 2016: code

Data / code available 116 75.8% 196 86.3% 48 33.1% 131 59.3%

- working link in paper 98 64.1% 179 78.9% 27 18.6% 80 36.2%
- link sent 11 7.2% 15 6.6% 17 11.7% 50 22.6%
- repaired link sent 7 4.6% 2 0.9% 4 2.8% 1 0.5%
Data / code unavailable 37 24.2% 31 13.7% 97 66.9% 90 40.7%

- sharing impossible 19 12.4% 14 6.2% 46 31.7% 42 19.0%
- no reply 17 11.1% 12 5.3% 43 29.7% 32 14.5%
- good intentions 0 0.0% 2 0.9% 5 3.4% 12 5.4%
- link down 1 0.7% 3 1.3% 3 2.0% 4 1.8%

Total 153 100% 227 100% 145 100% 221 100%
No data/code used 11 4 19 10

Total nr. of papers 164 231 164 231

most frequent response type was that sharing was impossible due to (for example,)
having moved to another institute or company and not having access to the data, being
prohibited from sharing source code that used proprietory company tools, or having
lost the data or source code. The second-most frequent type we observed was the
absence of action. In those cases, we did not receive any reply to our e-mails. The third-
most frequent response type was authors with good intentions, who replied that they
were going to send the requested data and/or code, but did not end up doing so. In only
a very few cases (1–2%), the link to the source code and/or data was not provided anew,
if they were initially present in the paper and no longer working. The total percentage of
available data and/or source code is informative, but another important measure is how
often the source code and/or data were provided when it had to be requested (i.e., the
sum of the sent and repaired link sent frequencies in the appropriate column in Table 1
as a proportion of the sum of these two frequencies and the number of papers in the
corresponding column for which data or code was unavailable). Unfortunately, these
percentages are rather low, with 32.7% for requested 2011 data, 35.4% for requested 2016
data, 17.8% for requested 2011 source code, and 36.2% for requested 2016 source code.
In sum, if data and/or source code were not referenced through a link to a repository in
the paper, authors will most likely not (be able to) supply this information.

Nevertheless, there is a clear improvement between 2011 and 2016. The number
of papers containing a working link to source code almost doubled. Of course, the
improvement can be explained at least partly by observing that it is much easier to
share recent data and source code, rather than older data and code from 5 years ago.

Subsequently, another important question is, if we get access to the data and/or
code, how likely is it that the results reported therein are reproducible? The following
subsection attempts to provide a tentative answer to this question.

3.2 Reproducibility of Selected Studies

For the 2011 papers we selected, we were only able to reproduce the results of a single
study (Liang, Jordan, and Klein 2011) perfectly (time invested: 4 hours). For the study
of He, Lin, and Alani (2011), we were able to reproduce the results almost (but not

645



¡  The	conclusions	reported	on	in	a	scholarly	papers	
are	made	based	on	interpretation	of	the	derived	
data.	

	
¡  Often,	it	is	the	derived	data	(that	is	data	used	in	the	
charts	shown	in	the	paper),	that	is	made	available.	

	
¡  The	raw	data,	and	the	processing	performed	in	
order	to	get	rid	of	the	outliers	is	not	reported	on.	
§  This	can	be	essential	for	debugging	or	discussing	
the	results.	

K.	Belhajjame	 20	



¡  They	are	used	for	different	purposes	
¡  They	have	different	levels	of	abstractions	
¡  In	some	scientific	fields	we	need	all	of	them,	e.g.,	signal	

processing,	AI	applications	
¡  In	scientific	papers,	we	often	describe	the	method,	and	

sketch	the	algorithm	(for	space	sake	J),	the	code	is	often	
overlooked	…	

K.	Belhajjame	 21	

Hi!	I	am	also	working	on	a	project	related	
to	X.	I	have	implemented	your	algorithm	
but	unable	to	get	the	same	results	as	
described	in	your	paper.	Which	values	
should	I	use	for	parameters	Y	and	Z?”	



¡  They	are	used	for	different	purposes	
¡  They	have	different	levels	of	abstractions	
¡  In	some	scientific	fields	we	need	all	of	them,	e.g.,	signal	

processing	
¡  In	scientific	papers,	we	often	describe	the	method,	and	

sketch	the	algorithm	(for	space	sake	J),	the	code	is	often	
overlooked	…	
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IEEE SIGNAL PROCESSING MAGAZINE   [40]   MAY 2009

4: The results can be easily reproduced by an independent  ■

researcher with at most 15 minutes of user effort, requiring 
some proprietary source packages (MATLAB, etc.). 

3: The results can be reproduced by an independent  ■

researcher, requiring considerable effort. 
2:  The results could be reproduced by an independent  ■

researcher, requiring extreme effort. 
1:  The results cannot seem to be reproduced by an inde- ■

pendent researcher. 
0:  The results cannot be reproduced by an independent  ■

researcher.

REPRODUCIBLE RESEARCH STUDY
To assess the current reproducibility practices in signal process-
ing, we decided to repeat the experiment from [17] on a larger 
scale. We performed a study on all of the 134 papers published 
in IEEE Transactions on Image Processing in 2004. We asked 
two or three reviewers per paper to check the reproducibility of 
a paper using a short list of questions. We split the questions 
into three main parts: the reproducibility of the 1) algorithm, 2) 
code, and 3) data. 
 1) Reproducibility of the algorithm 

 a) Is the algorithm described in sufficient detail? 
 b) Are exact parameter values given? 
 c) Is there a block diagram? 
 d) Is there a pseudocode? 
 e) Are there proofs for all the theorems? 
 f) Is the algorithm compared to other algorithms?

 2) Reproducibility of the code 
 a) Are implementation details (programming language, 

platform, compiler flags, etc.) given? 
 b) Is the code available online?

 3) Reproducibility of the data 
 a) Is there an explanation of what the data represents? 
 b) Is the size of the data set acceptable? 
 c) Is the data set available online?

Additionally, we asked the reviewers for the uniform resource 
locators (URLs) where they found the article, code, and/or 
data, and their confidence in their review. Each of the ques-
tions [except for 3(b)] had to be scored using the values 0, 
0.5, 1, and N/A (not applicable). For question 3(b), we consid-
ered the size of the data set acceptable if the number of items 
(typically the number of images) was above four (quite an 
arbitrary number). 

The results of this study are summarized in Table 1 and 
are well aligned with the smaller-scale experiment from [17] 
(the authors will answer individual requests for more 

details). In most of the cases (84%), the algorithm and the 
data are described with sufficient details, and similarly for 
parameter values (71%). In about two out of three papers, 
the algorithm is compared to other algorithms. Only about 
one third of the papers give a block diagram or pseudocode, 
which is rather surprising, given that this is an easy way of 
giving an  overview of the algorithm (57% of the papers give 
at least one of the two). The small part of proofs for theo-
rems (27%) is largely due to the large number of papers 
where there are simply no theorems to prove (and where at 
least one of the reviewers marked that there was no proof, 
instead of marking N/A). The size of the data set on which 
results are shown in the paper is above four in only about 
half of the cases. Finally, code (9%) and data (33%) are only 
available online in a minority of the cases, with data being 
available more often thanks to the frequent use of standard 
image data sets, such as Lena. Remark, however, that several 
versions of many of those popular test images exist, which 
might therefore still introduce uncertainty about reproduc-
ibility. An issue with URLs, if they are mentioned in a paper, 
is their generally limited lifetime. Several reviewers reported 
URLs in a paper that had become invalid. One way of 
addressing this is the digital object identifier (DOI), a 
unique number that identifies the  digital object (and not its 
location, like a URL does). The DOI can be seen as the equiv-
alent of an international standard book number (ISBN) for 
digital  documents. 

Overall, we conclude that algorithms are generally well 
described and are in many cases compared to other algo-
rithms. Implementation details and online code and data 
are only given in a very small number of cases. The links to 
code and data that we gathered in this study are available 
online (see http://www.reproducibleresearch.net). While 
the algorithm description is essential to scientific publish-
ing, and the online availability of code and data may be 
considered by some as subordinate, it is undoubtedly use-
ful when other researchers want to test an algorithm 
themselves or compare it to their work. Barni et al. [20] 
also noted that it is often only when one is really trying to 
implement a paper that missing details such as initializa-
tion or stopping criteria are noticed. In our study, the 
reviewers only gave their impressions about reproducibility 
of the papers; they were not asked to implement them 
entirely themselves. Our conclusion from the above is that 
while the situation is not desperate, the state of reproduc-
ibility of research in the signal processing community can 
be improved. 

 [TABLE 1] RESULTS OF REPRODUCIBILITY STUDY ON IEEE TRANSACTIONS ON IMAGE PROCESSING PAPERS 
PUBLISHED IN 2004. AVERAGE SCORES OVER THE 134 PAPERS ARE PRESENTED. 

ALGORITHM CODE DATA

DETAILS 
PARAMETER 
VALUES

BLOCK 
DIAGRAM

PSEUDO- 
CODE PROOFS COMPARISON 

IMPLEM. 
DETAILS

CODE 
AVAIL.

EXPLANATION 
OF DATA

SIZE 
DATA SET DATA AVAIL.

0.84 0.71 0.37 0.33 0.27 0.64 0.12 0.09 0.83 0.47 0.33 

Authorized licensed use limited to: EPFL LAUSANNE. Downloaded on April 22, 2009 at 12:47 from IEEE Xplore.  Restrictions apply.



¡  They	are	used	for	different	purposes	
¡  They	have	different	levels	of	abstractions	
¡  In	some	scientific	fields	we	need	all	of	them,	e.g.,	signal	

processing	
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Figure 3: Percentage of papers documenting each variable for the three factors: a) Method, b) Data and c) Experiment.

Problem, we have looked for an explicit mention of the prob-
lem being solved, such as ”To address this problem, we pro-
pose a novel navigation system ...” (De Weerdt et al. 2013).
The decision to use explicit mentions of the terms, such as
contribution, goal, hypothesis and so on, can be disputed.
However, the reasons for looking for explicit mentions are
both practical and idealistic. Practically, it is easier to review
a substantial amount of papers if the criteria are clear and ob-
jective. If we did not follow this guideline, the registering of
variables would lend itself to subjective assessment rather
than objective, and the results could be disputed based on
how we measured the variables. Our goal was to get results
with a low margin of error, so that we could draw statisti-
cally valid conclusions. In order to survey enough papers,
we had to reduce the time we used on each paper. Explicit
mentions supported this. Idealistically, our attitude is that re-
search documentation should be clear and concise. Explicit
mentions of which problem is being solved, what the goal of
doing the research is, which hypothesis is being tested and
so on are required to remove ambiguity from the text. Less
ambiguous documentation increases the reproducibility of
the research results.

Quantifying Reproducibility
We have defined a set of six metrics to quantify whether an
experiment e is R1, R2 or R3 reproducible and to which
degree. The metrics measure how well the three factors
method, data and experiment are documented. The three
metrics R1(e), R2(e) and R3(e) are boolean metrics that
can be either true or false:

R1(e) = Method(e) ∧Data(e) ∧ Exp(e), (1)

R2(e) = Method(e) ∧Data(e), (2)

R3(e) = Method(e), (3)
where Method(e), Data(e) and Exp(e) is the conjunction
of the truth values of the variables listed under the three fac-
tors Method, Data and Experiment in the section Factors and
Variables. This means that for Data(e) to be true for an ex-
periment e, the training data set, the validation data set, the
test data set and the results must be shared for e. Hence,
R1(e) is the most strict requirement while R3 is the most

relaxed requirement when it comes to the documentation of
an experiment e, as R3(e) requires only variables of the fac-
tor Method to be true while R1(e) requires all variables for
all the three factors to be true.

The three metrics R1(e), R2(e) and R3(e) are boolean
metrics, so they will provide information on whether an ex-
periment is R1, R2 or R3 reproducible in a strict sense.
They will however not provide any information on to which
degree experiments are reproducible, unless an experiment
meets all the requirements. Therefore we suggest the three
metrics R1D(e), R2D(e) and R3D(e) for measuring to
which degree the the results of an experiment e is:

R1D(e) =
δ1Method(e) + δ2Data(e) + δ3Exp(e)

δ1 + δ2 + δ3
(4)

R2D(e) =
δ1Method(e) + δ2Data(e)

δ1 + δ2
, (5)

R3D(e) = Method(e), (6)
where Method(e), Data(e) and Exp(e) is the weighted
sum of the truth values of the variables listed under the three
factors Method, Data and Experiment. The weights of the
factors are δ1, δ2 and δ3 respectively. This means that the
value for Data(e) for experiment e is the summation of the
truth values for whether the training, validation, and test data
sets as well as the results are shared for e. It is of course also
possible to give different weights to each variable of a fac-
tor. We use a uniform weight for all variables and factors for
our survey, δi = 1. For an experiment e1 that has published
the training data and test data, but not the validation set and
the results Data(e) = 0.5. Note that some papers have no
value for the training and validation sets if the experiment
does not require either. For these papers, the δi weight is set
to 0.

Results and Discussion
Figure 3 shows percentage of research papers that have doc-
umented the different variables for the three factors. None of
the three factors are documented very well according to the
survey. As can bee seen by analyzing the factor Method, an
explicit description of the motivation behind research is not
common. Figure 4 (b) shows this as well. None of the papers
document all five variables, and most of them (90%) docu-
ment two or less. This might be because it is assumed that

Method Data Experiment 

Odd Erik Gundersen, Sigbjørn Kjensmo: State of the Art: Reproducibility in Artificial Intelligence.  
AAAI 2018: 1644-1651 

400	research	papers	from	the	conference	series	IJCAI	and	AAAI	have	been	surveyed		
 



¡  The	URLs	provided	within	papers	works	for	few	
months	

¡  The	software	too	
§  Can	anyone	guarantee	that	github	or	bitbucket	will	
exist	10	years	from	now?	

¡  The	API	
§  For	example,	Facebook	and	Twitter	provides	fettered	
access	to	their	content	using	API,	with	consequences	
on	online	social	network	studies.	In	addition	a	license	
agreement	needs	to	be	honored.	

¡  Services	too	
§  Impact	on	Workflows.	
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¡  75% of the 92 tested 
workflows failed to 
be either executed or 
produce the same 
result (if testable) 

¡  Those from earlier 
years (2007-2009) 
had 91% failure rate 



¡  Cost:	Repeating	an	experiment	that	involve	humans	can	be	
costly.	

¡  	Sampling	strategy:	When	conducting	user	studies,	it	is	
important	to	know	whether	the	authors	were	investigating	a	
certain	population,	or	whether	they	intend	their	findings	to	
be	generally	applicable	to	a	wider	population,	as	this	has	
implications	for	how	participants	are	recruited	for	
replications.	

¡  Consent:	The	issue	of	obtaining	informed	consent	when	
conducting	online	research	is	contentious		

¡  Participant	briefing:	As	with	the	acquisition	of	con-	sent,	the	
briefing	and	debriefing	experience	is	an	important	ethical	
consideration	when	conducting	human	subjects	research.		
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¡  Different	techniques	for	ensuring	data	privacy	with	different	protection	
levels	
§  Pseudo-anonymization	
§  Generalization/k-anonymity	
§  Differential	privacy	

¡  From	reproducibility	point	of	view,	it	is	certainly	better	to	have	the	data	
in	its	pure	form	without	it	being	anonymized	at	all.	

¡  That	said,	a	certain	of	reproducibility	is	possible	even	with	anonymized	
data,	viz.	inferential	reproducibility	

¡  Inferential	reproducibility	through	replayability.	:	The	drawing	of	
qualitatively	similar	conclusions		by	replayability,	which	allows	the	
investigator	to	“go	back	and	see	what	happened”.	It	does	not	necessarily	
involve	execution	or	enactment	of	processes	and	services.	It	places	a	
requirement	on	provenance	of	data.		
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Need	to	strike	right	the	balance	between	
reproducibility	and	privacy	



¡  Some	of	the	reproducibility	test	papers	that	we	reviewed,	went	
beyond	the	definition	of	repeatability	or	replicability	to	assess	the	
performance	of	systems	overs	time.	

¡  For	example,	in	IR,	Armonstrong	et	al.,	2009,	performed	
experiments	on	5	search	engines	to	assess	their	effectiveness	
regarding	the	processing	of	Ad-Hoc	queries	between	1994	and	
2005.	

¡  Their	starting	hypothesis	was	that	they	would	observe	an	upward	
trend	in	effectiveness.	

¡  They	found	no	evidence	that	the	retrieval	models	were	improved	
from	1994	to	2005.		

¡  Their	follow-up	study	further	analyzed	the	retrieval	results	
published	at	SIGIR	and	CIKM	from	1998-2008,	pointed	out	the	
baselines	used	in	these	publications	were	generally	weak,	and	
concluded	that	the	ad	hoc	retrieval	is	not	measurably	improving.		
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¡  Another	application	of	reproducibility,	that	was	
investigated	in	IR	is	the	comparison	of	performance	
of	IR	functions	using	benchmark	datasets,	as	
opposed	to	those	used	by	the	authors	in	the	original	
paper	(see	Yang	and	Fang,	2016).		

	
¡  This	is	an	interesting	case	for	automatically	
evaluating	the	performance	of	new	solutions	given	
the	state	of	the	art.		

K.	Belhajjame	 29	



¡  Impact	of	new	versions	of	the	software	on	the	reproducibility	
of	the	results	of	a	method.	

¡  In	climate	simulation,	for	example,	the	nature	of	computer	
architecture	layouts	result	in	solutions	with	round-off		
differences.			

¡  Round-off		differences	are	generally	caused	by	the	order	of	a	
sequence	of	computations,	which	may	depend	on	the	order	
of	messages	arriving	from	different	parallel	processes.		

¡  To	assess	the	impact	of	round-off		differences,	the	authors	
investigated	if	changes	in	the	hardware	or	software	
(versioning)	result	in	tolerant	round-offs	in	the	expected	
results.	
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¡  Computational	reproducibility	has	different	
requirements	depending	on	the	application	
domain		

	
¡  Beyond	establishing	trust,	reproducibility	
have	the	potential	of	facilitating	advances	in	
the	state	of	the	art	through	increased	reuse,	
comparison,	et	re-evaluation	of	performances	
over	time.	

K.	Belhajjame	 31	



Khalid	Belhajjame	
kbelhajj@gmail.com	


